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Abstract This study investigates the performance of two

planetary boundary layer (PBL) parameterisations in the

regional climate model RegCM4.2 with specific focus on the

recently implemented prognostic turbulent kinetic energy

parameterisation scheme: the University of Washington

(UW) scheme. When compared with the default Holtslag

scheme, the UW scheme, in the 10-year experiments over the

European domain, shows a substantial cooling. It reduces

winter warm bias over the north-eastern Europe by 2 �C and

reduces summer warm bias over central Europe by 3 �C. A

part of the detected cooling is ascribed to a general reduction

in lower tropospheric eddy heat diffusivity with the UW

scheme. While differences in temperature tendency due to

PBL schemes are mostly localized to the lower troposphere,

the schemes show a much higher diversity in how vertical

turbulent mixing of the water vapour mixing ratio is gov-

erned. Differences in the water vapour mixing ratio tendency

due to the PBL scheme are present almost throughout the

troposphere. However, they alone cannot explain the overall

water vapour mixing ratio profiles, suggesting strong inter-

action between the PBL and other model parameterisations.

An additional 18-member ensemble with the UW scheme is

made, where two formulations of the master turbulent length

scale in unstable conditions are tested and unconstrained

parameters associated with (a) the evaporative enhancement

of the cloud-top entrainment and (b) the formulation of the

master turbulent length scale in stable conditions are sys-

tematically perturbed. These experiments suggest that the

master turbulent length scale in the UW scheme could be

further refined in the current implementation in the RegCM

model. It was also found that the UW scheme is less sensitive

to the variations of the other two selected unconstrained

parameters, supporting the choice of these parameters in the

default formulation of the UW scheme.

Keywords Eddy heat diffusivity � Structural

uncertainty � RegCM � Systematic errors

1 Introduction

Turbulent eddies in the planetary boundary layer (PBL)

strongly influence vertical fluxes of momentum, heat and

mass between the surface and the atmosphere. Although

the spatial and temporal scales of turbulent eddies are

several orders of magnitude smaller than the climatolog-

ically relevant scales, sensible and latent heat fluxes due

to turbulent eddies are major components of the global

energy budget (Trenberth et al. 2009). The PBL also acts

as a sort of interactive buffer zone between the underlying

surface and the free atmosphere, and therefore an under-

standing of the coupling between the PBL and the land
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surface is of particular concern. Climatological aspects of

observed and model simulated PBL do not receive much

attention in scientific literature, even though two of the

most often analysed variables in climate studies, near-

surface temperature (T2m) and precipitation, are con-

trolled by the PBL processes (e.g. Giorgi et al. 1993;

Dethloff et al. 2001; Shin and Ha 2007; Esau and Zilit-

inkevich 2010).

Substantial differences in spatial resolution of numerical

models and spatial scale of atmospheric turbulent eddies

(*10–100 km vs. *10–1,000 m) require that the impact

of turbulent eddies on resolved model flow must be pa-

rameterised (e.g. Stewart 1979). Because of strong inter-

action between PBL processes and surface processes, the

fidelity of various feedbacks in models [such as the snow-

albedo feedback (Winton 2006) and the methane feedback

(Walter et al. 2006)] can be tied to the fidelity of the PBL

parameterisation. An analysis of the PBL effects on cli-

matological scales simulated by global or regional climate

models (GCMs and RCMs respectively) typically includes

bulk measures of turbulent activity, such as the PBL height

and turbulent kinetic energy (TKE) and the validation of

surface fluxes due to turbulent eddies (e.g. Medeiros et al.

2005; Sánchez et al. 2007; Jaeger et al. 2009). From

available literature, it appears that none of the currently

available PBL parameterisation schemes are generally

superior and that the use and design of a specific scheme is

often in the function of application (Wyngaard 1985;

Grenier and Bretherton 2001; Zhu et al. 2005; Cuxart et al.

2006). Additionally, there is often a substantial time lag

between the accepted knowledge of the PBL physics and

its implementation in atmospheric and climate models

(Baklanov et al. 2011).

Most PBL schemes can be broadly grouped into non-

local and local types of schemes (e.g. Stensrud 2007). The

term non-local refers to the schemes that use global char-

acteristics of PBL (e.g. the PBL height) to express the

turbulent fluxes, and the term local refers to the schemes

that use local characteristics of PBL (e.g. vertical gradients

of the mean PBL properties). Intercomparison of various

PBL schemes in limited area models is a subject of many

studies, most of them conducted for MM51 and WRF2

models in simulations ranging from several hours to sev-

eral months. Substantial spread in these simulations is

found when changing the PBL scheme, often linked with

differences in the vertical mixing strength and the

entrainment of the above-PBL air (e.g. Hu et al. 2010; Xie

et al. 2012; Garcı́a-Dı́ez et al. 2013).

In this study, we examine the impact of the two PBL

schemes on simulated climatology over Europe in the

regional climate model RegCM4.2 (Giorgi et al. 2012): the

non-local diagnostic PBL scheme (the Holtslag scheme;

Holtslag et al. 1990; Holtslag and Boville 1993), and the

recently implemented local prognostic 1.5-order scheme

(the University of Washington or the UW scheme; Grenier

and Bretherton 2001). The Holtslag scheme has been a part

of the RegCM model since the RegCM2 and its impact on

the model 1-month ‘‘climatology’’ was explored by Giorgi

et al. (1993). The implementation of the UW scheme in

RegCM4 is documented in O’Brien et al. (2012) and the

initial comparisons between the two PBL schemes are

described in O’Brien et al. (2012) and Giorgi et al. (2012).

The aim of this study is to investigate the structural

uncertainty of RegCM4.2 related to PBL schemes. Here,

the term ‘‘structural uncertainty’’ refers to uncertainty in

the design of climate models that results from the fact that

physical process can be represented in numerical models in

various ways (e.g. Stainforth et al. 2007; Tebaldi and

Knutti 2007; Curry and Webster 2011). First, model sen-

sitivity to the two different PBL schemes is analyzed and

possible mechanisms that explain the differences in vertical

profiles of temperature and water vapour mixing ratio are

proposed. Second, sensitivity of the UW scheme alone will

be analyzed in a perturbed physics ensemble (PPE). Here,

we perturb two unconstrained parameters in the UW

scheme and evaluate the impact of two simple formulations

of the master turbulent length scale. These perturbations

are introduced one at a time, thus clearly identifying the

impact of each combination of perturbed parameters. The

presence of unconstrained and tuneable parameters is the

consequence of our incomplete knowledge of physical

processes involved or simplifications in any atmospheric

model. The range of variation for most parameters in both

PBL schemes is determined from observations and/or

idealized high-resolution simulations (e.g. large-eddy

simulations in Grenier and Bretherton 2001). GCM studies

that use PPEs to systematically analyze model sensitivity

are fairly common (e.g. Murphy et al. 2004; Stainforth

et al. 2005; Zhang et al. 2012), while the PPE studies for

RCMs are still rarely performed (e.g. Suklitsch et al. 2011;

Bellprat et al. 2012).

Although RegCM is a commonly used model, there has

not yet been a study of its structural uncertainty by either

performing a large ensemble of many various combinations

of parameterisations or by varying unconstrained parame-

ters in a large PPE for an extended simulated period.

However, there is a growing set of studies analyzing the

RegCM structural uncertainty either through changing a

subset of parameterisations or through customizing and

perturbing the values of a few unconstrained parameters.

They include studies on the impact of, for example, cloud

1 PSU/NCAR Mesoscale Model, version 5, Pennsylvania State

University and National Center for Atmospheric Research, USA.
2 Weather Research and Forecasting community model (http://www.

wrf-model.org).
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microphysics (Pal et al. 2000), convective parameterisa-

tions (e.g. Yang and Arritt 2002; Davis et al. 2009; Gianotti

et al. 2012), land-surface processes (Steiner et al. 2005,

2009; Winter et al. 2009; Gianotti et al. 2012) and PBL

processes (e.g. Giorgi et al. 1993; O’Brien et al. 2012). An

overview of representative studies relevant for the RegCM

PBL structural uncertainties indicates the lack of a com-

mon analysis strategy (e.g. choice of domain, model ver-

sion or selected variables) thus making it difficult for their

results to be generalized. Furthermore, the use of more

advanced parameterisation does not automatically improve

model performance in all variables. Our study contributes

towards a better understanding of structural uncertainties in

the RegCM model that may arise from the rarely explored

PBL parameterisation. It is ordered as follows: in Sect. 2

we describe the experimental setup and the two PBL

schemes and justify the choices in PPE of the UW simu-

lations; in Sect. 3, the near-surface climatology in the two

10-year simulations are compared and discussed (the

Holtslag vs. the UW scheme); in Sect. 4, an intercompar-

ison of vertical profiles for various climate fields is given,

followed by an analysis of the PPE in the UW simulations

(the 18-member ensemble of UW simulations) in Sect. 5;

in Sect. 6, a summary and suggestions for possible direc-

tions of future work are presented. In Supplement 1, sup-

porting material for the intercomparison of vertical profiles

is provided; in Supplement 2, an evaluation of the RegCM

sensible and latent heat fluxes against ERA-Interim and the

observations from the C-SRNWP Project is presented and

discussed.

2 Method

We use monthly mean temperature at 2 m (T2m) and

precipitation from the CRU3 TS 3.0 dataset (Mitchell and

Jones 2005) available at 0.5� 9 0.5� grid to validate the

model’s T2m and precipitation. This observational dataset

is used to examine model errors of the mean seasonal fields

in simulations with both PBL schemes. Methodology and

datasets for evaluation of sensible and latent heat fluxes are

presented in Supplement 2.

The version of the model used is RegCM4.24 (Giorgi

et al. 2012). The model setup includes a 50-km horizontal

resolution and 23 vertical levels with the model top at

50 hPa. The boundary conditions are provided by the ERA-

Interim reanalysis (Dee et al. 2011) from 1989 to 1998 in

the two experiments, and from 1989 to 1991 in the 18 PPE

experiments (Table 1). The integration domain includes

Europe and the northern Africa (Fig. 1). The following

parameterisations of the subgrid processes are used in all

experiments: the BATS1e scheme for the land-surface

processes (Dickinson et al. 1993), the Pal et al. (2000)

parameterisation of large-scale precipitation and clouds,

the Emanuel (1991) scheme for deep convection and the

scheme for longwave and shortwave radiation transfer from

Kiehl et al. (1996). The model has two PBL schemes

implemented: the Holtslag scheme (Holtslag et al. 1990;

Table 1 Experiments, the values of perturbed parameters a2 (Eq. 11)

and RSTBL (Eq. 8) and the choice of the formulation for the master

turbulent length scale (Eqs. 6, 7)

Exp PBL

scheme

Master

turbulent

length

scale

Efficiency of

evaporative

enhancement of

cloud-top

entrainment a2

Scaling parameter

in stable boundary

layer turbulent

length scale RSTBL

001 Holtslag – – –

002 UW l1 15.0 1.50

003 UW l1 15.0 1.00

004 UW l1 15.0 2.00

005 UW l1 12.0 1.50

006 UW l1 12.0 1.00

007 UW l1 12.0 2.00

008 UW l1 20.0 1.50

009 UW l1 20.0 1.00

010 UW l1 20.0 2.00

011 UW l2 15.0 1.50

012 UW l2 15.0 1.00

013 UW l2 15.0 2.00

014 UW l2 12.0 1.50

015 UW l2 12.0 1.00

016 UW l2 12.0 2.00

017 UW l2 20.0 1.50

018 UW l2 20.0 1.00

019 UW l2 20.0 2.00

Fig. 1 The model domain, orography field (m) and selected regions

(Russ Russia, EEur Eastern Europe, Sahr Sahara, Medt Mediterra-

nean) for the vertical profile and ensemble sensitivity analysis

3 Climatic Research Unit, University of East Anglia, Norwich, UK.
4 Available from http://gforge.ictp.it/gf/project/regcm/.
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Holtslag and Boville 1993) and the UW scheme (Grenier

and Bretherton 2001; O’Brien et al. 2012). While the

Holtslag scheme is used only inside the PBL with a dif-

ferent approach to vertical mixing applied above the PBL,

the UW scheme utilizes a consistent mixing approach for

all turbulent layers across the whole atmospheric column.

In the following a short overview of the two PBL schemes

is given and the ensemble of simulations is described.

2.1 The Holtslag PBL scheme

The temperature tendency due to vertical turbulent mixing

is computed in RegCM as:

op�T

ot

� �
PBL

¼ p�
o

oz
KH

oh
oz
� c

� �
P
cp

� �
; ð1Þ

where p* = pSURF - pTOP represents the difference between

surface pressure and pressure at the model top, T is air tem-

perature, h is potential temperature, KH is eddy heat diffu-

sivity, c is a counter-gradient term that parameterises the dry

deep-convection transport, P is the Exner function and cp is

specific heat capacity of dry air at constant pressure. The

counter-gradient term (see Eq. 3 below) parameterises the

vertical heat transport due to large PBL eddies (e.g. Holtslag

et al. 1990; Holtslag and Moeng 1991). Similar expressions

for tendencies due to turbulent mixing are implemented in

prognostic equations for wind components, and for water

vapour and cloud water mixing ratios. However, the counter-

gradient contribution is included only in the temperature

prognostic equation. The Holtslag scheme is written in terms

of potential air temperature, so the Exner function must be

included in order to reconstruct air temperature.

In the Holtslag scheme, KH inside the PBL is determined

as:

KH ¼ kwtz 1� z

h

� �2

; ð2Þ

where k = 0.4 is the von Kármán constant, wt is the

turbulent velocity scale, z is the height inside PBL and h is

the PBL height determined as the height where the gradient

Richardson number Ri equals its critical value RiC = 0.25.

It is assumed in the Holtslag scheme that the PBL mixing is

forced only from the surface fluxes; otherwise, the whole

concept of the RiC can be questioned (e.g. Mauritsen et al.

2007; Baklanov et al. 2011). The counter-gradient term c is

applied only in convective PBL layers (not in surface layer

and not above PBL) and is determined as:

c ¼ C
w0h0
� �

SURF

wth
; ð3Þ

where w0h0
� �

SURF
is the surface heat flux (in kinematic

units) and C = 8.5 (Holtslag et al. 1990).

Above the PBL, KH is determined as a function of Ri,

wind shear and the asymptotic turbulent length scale is set

to l? = 40 m (e.g. Pielke 2002):

KH ¼ KHO þ RiðrÞ � RiCðrÞ½ � � l2
1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Du

Dz

� �2

þ Dv

Dz

� �2
s

;

ð4Þ

where r is the model sigma vertical coordinate and KHO is

the background minimum vertical mixing coefficient.

There are uncertainties related to the value of C in Eq. (3)

(e.g. in Troen and Mahrt (1986) this parameter is set to

C = 6.5). Also, there is no unique formulation or value of

the asymptotic length scale l? (Eq. 4) for vertical mixing

above the PBL (e.g. Pielke 2002) which makes this

parameter a candidate for sensitivity tests. However, since

our focus is on the new PBL scheme in the RegCM model

(the UW scheme), sensitivity experiments are primarily

designed to examine the impact of the unconstrained

parameters in the UW scheme.

In the Holtslag scheme, the maximum eddy diffusivity

and viscosity are not constrained inside the PBL and are set

to 0.8Dz2/Dt above the PBL, where Dz is the layer depth

and Dt is the model time step. At the same time, the

minimum eddy diffusivity and viscosity are set to a rela-

tively high value of 1 m2 s-1 inside and above the PBL.

However, for very stable conditions, eddy heat diffusivity

and viscosity are set to 0 m2 s-1; this was shown to reduce

a part of the warm bias during winter in the high latitude

regions (Güttler 2011).

2.2 The UW PBL scheme

Whereas in the Holtslag scheme the origin of turbulent

mixing is surface heating due to incoming solar radiation

and related static instability, the UW scheme considers also

a second region of the increased turbulent activity and

mixing which is associated with the buoyancy perturba-

tions due to the cloud-top entrainment instability and long-

wave cooling present at e.g. the stratocumulus-topped

PBLs (e.g. Stull 1988). Of course, both schemes ‘‘sense’’

turbulent mixing due to surface friction and wind shear.

The UW scheme is developed in terms of liquid water

potential temperature and total water mixing ratio and a

separate iterative reconstruction determines PBL tenden-

cies for air temperature and for water vapour and cloud

water mixing ratios. In the UW scheme, the eddy heat

diffusivity KH is related to the turbulent kinetic energy

(TKE) following Mellor and Yamada (1982):

KH ¼ l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 � TKE
p

� SH ; ð5Þ

where SH is the stability function (e.g. Galperin et al. 1988)

and l is the master turbulent length scale with two options

1756 I. Güttler et al.
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implemented in RegCM. In convective boundary layers,

one of the two following formulations for l can be chosen

in initial model setup:

l1 ¼
minðkz; 0:1 DzÞ
1þ minðkz;0:1 DzÞ

k

; ð6Þ

l2 ¼ minðkz; 0:1 DzÞ; ð7Þ

where l1 is based on Blackadar (1962) and l2 is consistent

with the fact that in layers close to the surface, the distance

from surface limits the size of turbulent eddies (e.g. Stull

1988); k is the asymptotic master turbulent length scale set

to 0.085Dz, where Dz is the depth of the convective

sublayer (Grenier and Bretherton 2001). For the same z and

Dz, l2 is larger than l1 and the use of l2 increases eddy heat

diffusivity KH (cf. Eq. 5). In stably stratified conditions,

there is no difference in the formulation of the master

length, i.e.

l1 ¼ l2 ¼ min RSTBL

ffiffiffiffiffiffiffiffiffiffiffi
TKE

N2
;

r
kz

 !
; ð8Þ

where N is buoyancy (or the Brunt-Väisälä) frequency and

RSTBL is a scaling factor [e.g. Nieuwstadt 1984; see Mahrt

and Vickers (2003) and Grisogono (2010) for the

discussion]. Only at the top of the cloud-topped PBL the

following closure for the eddy heat diffusivity is assumed

(Nicholls and Turton 1986):

KH ¼ weDiz; ð9Þ

where we is the entrainment rate determined as

we ¼ A
TKE3=2

lDib
; ð10Þ

A ¼ a1 1þ a2Eð Þ; ð11Þ

where A is the entrainment efficiency, Dib is the buoyancy

difference across Diz (the depth of the entrainment layer),

a1 is based on observations and set to 0.19, E parameterises

the evaporative enhancement of entrainment efficiency

(e.g. Grenier and Bretherton 2001; their Appendix B) and

a2 is largely unconstrained parameter ranging from 10 to

100 [see e.g. Bretherton and Park (2009) for the discussion

of the range of the a2 parameter].

As a part of the UW scheme, an additional prognostic

equation for TKE is implemented where the local change

of TKE is governed by buoyancy production and destruc-

tion, shear production, turbulent vertical transport and

turbulent dissipation (e.g. Grenier and Bretherton 2001).

Additionally, the RegCM dynamical core computes the

TKE horizontal and vertical advection and horizontal dif-

fusion (second, third and last terms in the following

equation):

oTKE

ot
þ u~ � r~TKE þ w

oTKE

oz
¼ �KHN2 þ KMS2

f

þ o

oz
KTKE

oTKE

oz

� �
� B1

TKE3=2

l
þ D; ð12Þ

where KM and KTKE are the momentum and TKE turbulent

diffusivities respectively, Sf
2 is the wind shear squared, B1

is a constant in the turbulent dissipation term and D is

horizontal diffusion term. In the RegCM implementation of

Eq. 12, vertical gradient and vertical velocity are trans-

formed to the r vertical coordinate system. The inclusion

of the TKE prognostic equation increases the RegCM

computational requirements only moderately (e.g. simula-

tions with the UW scheme take approximately 30 % more

computer time when compared to simulations with the

Holtslag scheme).

In the UW PBL scheme the minimum eddy heat diffu-

sivity is not directly fixed, but a lower limit of 10-8 m2 s-2

is used for TKE. The maximum eddy heat diffusivity KH is

set to 104 m2 s-1. Although the different upper and lower

limits of the eddy heat diffusivity (and TKE) in the Holtslag

and the UW PBL schemes reflect their separate develop-

ment, they are present in the RegCM model primarily to

ensure computational stability. Their implementation

should be revisited in future model development and tested

for cases of statically very stable and unstable conditions,

i.e. to explore relative importance of lower and upper limits

on KH respectively.

2.3 Perturbed physics ensemble

Sensitivity of model climatology to several important

aspects of the UW scheme was tested in an ensemble of

RegCM simulations. Different formulations of the master

turbulent scale l (Eqs. 6, 7) and the values of a2 (Eq. 11)

and RSTBL (Eq. 8) are systematically varied (Table 1)

producing an 18-member ensemble. The parameter a2 can

be interpreted as the efficiency of evaporative enhancement

of the cloud-top entrainment. In the region of mixing of the

cloud-top air and the above-inversion air, evaporative

cooling may force further sinking of the mixed air thus

resulting in enhanced entrainment (Bretherton and Park

2009). A reduced a2 means that ‘‘for a given TKE, higher

cloud-top liquid water content (a thicker cloud) is needed

to generate a given entrainment rate’’ (Grenier and Breth-

erton 2001). As a consequence, the reduction of a2 can

locally reduce the magnitude of eddy diffusivity (cf.

Eqs. 9–11) and modify the vertical slope of the eddy dif-

fusivity profile thus directly impacting temperature ten-

dency from the PBL scheme (cf. Eq. 1). Knight et al.

(2007) emphasized the importance of the entrainment rate

which was associated with a 30 % variability of climate

Sensitivity of the regional climate model 1757
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sensitivity in their large PPE. Both, the importance of

entrainment in large PPE and limitations in measuring its

effects, make the parameter a2 a prime candidate to test in a

model environment.

Changes in the formulation of the l and RSTBL parame-

ters can have similar impacts as changes in a2. We

hypothesize that a reduction of the vertical mixing and

temperature tendencies from the PBL scheme will result

from the reduction of any of these parameters (cf. Eqs. 5–

8). The choice and formulation of l, especially in stably

stratified PBL, is an open topic in atmospheric turbulence

(e.g. Grisogono 2010) and in RegCM only the simplest

formulations are implemented. The master turbulent length

scale formulations in PBL schemes should be explored in

the future RegCM model development since other elements

in the Eq. (5) are already strongly constrained by both

theory and observations.

Within the context of the present formulation of l in the

UW scheme, the experiments in Table 1 are broadly divi-

ded in two subsets: one when l is formulated as in Eq. (6),

and one when l is formulated as in Eq. (7). For each def-

inition, l1 or l2, in addition to the default value (15.0), the

parameter a2 is varied so as to acquire a value larger than

the default and a value smaller than the default (a2 = 20.0

and a2 = 12.0, respectively). Similarly, for each value of

a2, the parameter RSTBL is varied around its default value

(1.5) with smaller and larger values relative to the default

(RSTBL = 1.0 and RSTBL = 2.0, respectively). In such a

way, the changes in the UW parameters considered are

nearly ‘‘symmetrical’’ relative to their default values; the

aim is to assess their possible impacts when it is not a priori

clear what might be the ultimate model response to such

changes.

3 Seasonal T2m and precipitation errors in two PBL

schemes

The RegCM experiments with different PBL schemes

discussed in this study substantially differ in T2m clima-

tology but less so in precipitation climatology. The use of

the UW scheme is mostly beneficial and in the following

we identify possible mechanisms that could be responsible

for detected differences. In this section, the model sys-

tematic errors in T2m and precipitation in experiments with

two PBL schemes are compared. In the following section,

vertical profiles of air temperature and water vapour mix-

ing ratio (both being prognostic variables in RegCM and

closely related to the near-surface temperature and pre-

cipitation) over four selected regions are compared. Next,

the eddy heat diffusivity and tendencies in temperature and

water vapour mixing ratio due to different PBL schemes

are analyzed, whereas in Supplement 2 evaluation of

sensible and latent heat fluxes over four selected regions is

provided. Finally, the amplitude and variability of T2m,

specific humidity at 2 m q2m and eddy heat diffusivity KH

at the first model level are explored in an ensemble of the

UW simulations.

The reference simulation using the Holtslag scheme,

denoted as EXP001 (Table 1), reveals an underestimation

of T2m relative to CRU data over the northern Africa

during DJF, with errors typically between -2 and -4 �C

(Fig. 2a). T2m in the central parts of the domain is simu-

lated well with the mean errors between -1 and 1 �C. In

the northern and north-eastern parts of the domain, the

RegCM simulation with the Holtslag PBL scheme over-

estimates T2m, typically between 2 and 4 �C. In the pre-

vious version of RegCM even larger T2m overestimation

was observed over the same region and it was linked with

model deficiencies in simulating very cold and stable

conditions associated with increased cloudiness (Güttler

2011). The warm bias in the RegCM winter simulations is

also seen over other domains, e.g. North America (Mearns

et al. 2012) and Asia (Ozturk et al. 2012). Large T2m

systematic errors are also found during JJA in the central

part of the European domain, ranging between 2 and 4 �C

(Fig. 2c). We explore below whether the T2m systematic

errors seen in Fig. 2a, c can be reduced when the UW

scheme is used in RegCM; in Vautard et al. (2013) and

Güttler et al. (2013) some other possible sources of these

systematic errors are suggested.

The spatial distribution of the T2m JJA errors differs

from that in DJF, pointing to a possibly different origin of

these errors in two contrasting seasons. Coppola et al.

(2012) detected similar spatial structure of the T2m errors

(their Fig. 8) in the, so-called, tropical-band version of

RegCM (where RegCM is limited only by the southern and

northern boundaries). They also reported the cold bias over

the Sahara desert during DJF, but the cold bias dominated

in JJA over the western Sahara and the warm bias over the

eastern Sahara. This suggests that some local processes are

possible sources of T2m errors over the northern Africa,

because in Coppola et al. (2012) the upper-air flow over

northern Africa was not influenced by the nesting and by

domain size.

The T2m response in our UW experiment (EXP002),

where all other aspects of the model parameterisations

were retained unchanged, is shown in Fig. 2b, d. The JJA

T2m errors relative to CRU are now generally reduced,

with magnitude between 1 and 2 �C (Fig. 2d). However, in

the winter, the cold bias over the northern Africa is

enhanced with the UW scheme, thus contributing to an

increase of the overall mean error (computed over the

entire domain) from -0.02 �C in the Holtslag scheme to

-1.02 �C in the UW scheme. A similar model response

was documented also by O’Brien et al. (2012) in their

1758 I. Güttler et al.

123



simulations over the North American region. A possible

origin of such a cooling induced by the UW scheme will be

explored in the subsequent sections by analyzing vertical

profiles of eddy heat diffusivity and temperature tendency.

Nevertheless, we can judge that, in terms of T2m climatol-

ogy, the use of the UW scheme in EXP002 is beneficial over

the domain considered in spite of somewhat increased cold

bias over the northern Africa during the winter. Potential

sources of the near-surface temperature bias over the

northern Africa can include the limitations and/or deficien-

cies in the albedo specification in the land-surface scheme

(Sylla et al. 2010), the overestimation of the total cloud cover

over this region during DJF (Güttler et al. 2013) and the need

to include the aerosol-related processes in RegCM simula-

tions (Solmon et al. 2012). However, the RegCM simulations

of surface and near-surface climatology over the whole

Africa is comparable to other regional climate models (e.g.

Kothe and Ahrens 2010; Kim et al. 2013).

The experiment including the UW scheme (EXP002) is

wetter than the default experiment EXP001; this is seen in

the mean seasonal precipitation when compared against

CRU (Fig. 3). Already present in EXP001, the wet winter

bias, with the magnitude between 0.5 and 1 mm day-1

(Fig. 3a), is slightly increased in EXP002 (Fig. 3b). How-

ever, the precipitation increase has a positive impact on

summer climatology. Here, the dry bias over central Eur-

ope is much reduced in EXP002 (cf. Fig. 3c, d), but it still

persists in the south-eastern Europe. As an important side

note, it is obvious from Fig. 3 that the coastal/mountainous

regions are most prone to systematic precipitation errors in

RegCM, possibly indicating the need of using the higher

horizontal resolutions in order to reduce errors associated

with under-resolved orographic enhancement of

precipitation.

4 Vertical profiles

In Fig. 1 four selected regions are shown within the model

domain, representing various climatic regimes, where

Fig. 2 The air temperature at 2 m (T2m) systematic errors in

EXP001 (with the Holtslag PBL scheme; left) and EXP002 (with

the UW PBL scheme; right) when compared against CRU TS 3.0.

Winter errors are shown in top panels and summer errors are shown

in bottom panels. The period simulated is 1989–1998. MAE (mean

absolute error) and ME (mean error) are computed over the entire

domain. Units are �C

Sensitivity of the regional climate model 1759

123



model sensitivity to different PBL scheme could be dis-

tinctly manifested: Russia (45–55�E, 55–65�N) is charac-

terized by low temperatures with persistent snow cover

during winter and early spring with frequent formation of

shallow and very stable PBLs; Eastern Europe (15–25�E,

45–55�N) covers a typical European continental region;

Sahara (0–10�E, 24–34�N) is defined over the desert area in

the North Africa, where strong daytime turbulent mixing is

present during the whole year; Mediterranean (-10�W to

35�E, 30–45�N) is partially overlapping with the region

Sahara and in a large part of the domain atmospheric

processes are influenced by the sea. The analysis is focused

on the area means over land points because the CRU data

are available over land only. The differences between the

two schemes shown and discussed for the averages over

land points in the Mediterranean region are generally

similar to the averages over sea points (Fig. S1).

Our analysis can be viewed as a comparison of the non-

local and local PBL schemes in the full model framework.

On the other hand, the study by Bretherton and Park (2009)

is a comparison of the non-local and local schemes (i.e.

schemes similar to those as in our study) in a controlled

1-D framework where three types of PBLs are simulated

and compared against large eddy simulations and obser-

vations: (1) dry convective boundary layer; (2) stably

stratified boundary layer; (3) nocturnal stratocumulus-top-

ped boundary layer. In (1) both schemes performed equally

well in general; in (2) the local scheme was modified by

reducing the free-troposphere mixing length and thus made

comparable to the non-local scheme; in (3) the non-local

scheme (similar to the UW scheme) performed much better

because of the inclusion of the entrainment effects at the

top of the cloud-topped PBL.

4.1 Air temperature and water vapour mixing ratio

The mean winter and summer vertical profiles of the air

temperature (T) over four selected regions in the Holtslag

scheme (EXP001) are presented in Fig. 4a, b and the

impact of the UW scheme is shown in terms of differences

between EXP002 and EXP001 (Fig. 4c, d). Figure 4a, b

clearly indicates the impact of regional geophysical prop-

erties on temperature profiles: with Russia being the

coldest and Sahara the warmest region in both seasons. The

Fig. 3 Same as Fig. 2 but for precipitation. Units are mm day-1
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differences between the PBL schemes (Fig. 4c, d) are in

general larger during JJA (cooling with the UW scheme

between 1 and 2 �C) than during DJF (cooling between 0

and 1 �C) and are mostly found at the model low levels,

although the differences of the opposite sign are seen at the

stratospheric levels as well (up to 2 �C over Eastern Eur-

ope). Figure 4c, d indicates a significant sensitivity of the

model results to the choice of PBL scheme and an impact

on temperature profiles, particularly in the regions and at

atmospheric layers where turbulent mixing is important.

For example, during summer, when turbulent mixing due

to solar heating of the surface is strongly active in the

lowest model layers, a prominent cooling with the UW

scheme takes place in all regions except Russia. In contrast,

during DJF, the strongest cooling is found over the Russian

region at the lowest levels. As seen in the previous section,

this is consistent with the improvements in the T2m cli-

matology when compared against CRU data over this

region.

For water vapour mixing ratio (qv), Fig. 5a shows that in

winter, Russia is much drier than Sahara (at the same time,

cloud water mixing ratio is higher over Russia; not shown),

but in summer (Fig. 5b) there is little difference among the

regions except Sahara. The mean differences between the

UW scheme (EXP002) and the Holtslag scheme (EXP001)

indicate an increase of qv at the model lowest levels and a

decrease around r = 0.7 during JJA (Fig. 5d). During DJF,

the qv profiles show a decrease over Russia and an increase

over all other three regions when the UW scheme is used.

Again, model sensitivity to the UW PBL scheme is most

Fig. 4 Vertical profiles of the

regional- and seasonal-mean air

temperature T in EXP001 (the

Holtslag PBL scheme; top) and

the difference between EXP002

(the UW scheme) and EXP001

(bottom). Winter profiles are in

the left-hand column, summer

profiles are in the right-hand

column. The period analyzed is

1989–1998 and selected regions

are shown in Fig. 1. Profiles

over Russia are marked by

crosses, over Eastern Europe by

triangles, over Sahara by circles

and over Mediterranean by

squares. Units are K
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expressed during JJA with the largest increase at the lowest

model levels of up to 0.6 g kg-1 over Mediterranean and a

decrease of up to 0.4 g kg-1 in the mid-tropospheric layers

in Eastern Europe and Sahara. The moistening of the lower

atmosphere over Russia and Eastern Europe (Fig. 5c, d) is

consistent with the increased precipitation amounts when

the UW scheme is employed (Fig. 3b, d). Differences

between the two schemes are also seen in the cloud-related

variables: cloud water mixing ratio and cloud fraction.

While the differences in the cloud water mixing ratio are

highly variable in space (i.e. over different regions) and

seasons, the cloud fraction in EXP002 is increased relative

to EXP001 at each vertical layer in all four regions and in

both seasons (not shown). This is consistent with the lower

temperatures (Fig. 2b, d) and the higher relative humidity in

the UW experiment and supports the relationship between

underestimated cloud cover and overestimated surface net

shortwave radiation flux and surface temperature in exper-

iments using the Holtslag scheme (Güttler et al. 2013).

We note here that the current implementation of the

Holtslag scheme in RegCM does not include the contri-

bution of the counter-gradient term to the calculation of

tendencies in prognostic equation for water vapour mixing

ratio. This is a variation from the original Holtslag et al.

(1990) formulation and was implemented in RegCM by

Giorgi et al. (2012) in order to reduce too dry conditions in

the lower atmosphere. This modification in the Holtslag

scheme simplifies its comparison with the UW scheme

since, by design, in the UW scheme no counter-gradient

term is included.

Fig. 5 Same as Fig. 4 but for

water vapour mixing ratio qv.

Units are g kg-1
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4.2 Eddy heat diffusivity

Vertical profiles of eddy heat diffusivity5 KH in the default

EXP001 experiment include the maximum in the lower

atmosphere (around r = 0.9) with the mean JJA magni-

tude of up to 160 m2 s-1 over the Sahara region, and

between 40 and 90 m2 s-1 in other regions (Fig. 6a, b).

Even higher values of KH are documented in Giorgi et al.

(1993) but these included monthly means for specific

hourly profiles (e.g. monthly means of all vertical profiles

at 12 UTC). The magnitude of the winter KH maximum in

Fig. 6a is between 5 and 30 m2 s-1 and it decreases from

south to north. The eddy heat diffusivity profiles over the

Mediterranean region are in DJF similar to the profiles over

Sahara (Fig. 6a, c) and in JJA to the profiles over the

Eastern Europe (Fig. 6b, d). For the winter, this may par-

tially reflect the impact of sea surface temperature (SST) on

turbulent mixing on the nearby coastal land areas because

in the Mediterranean region land points are intermingled

with sea points: higher SST during DJF is consistent with

more instability possibly influencing the surrounding land.

In summer, the sea is cooler than surrounding land and the

eddy heat diffusivity is much lower than over hot Sahara

region.

Similar to air temperature and water vapour mixing

ratio, the differences in KH between the experiments with

two PBL schemes are mainly in the lower atmosphere with

Fig. 6 Same as Fig. 4 but for

the eddy heat diffusivity KH and

r = [1.0, 0.25]. Units are

m2 s-1

5 From now on, all vertical profiles are shown for the r interval [1.0,

0.25], where the main differences between two PBL schemes occur.
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the JJA differences larger than those during DJF (Fig. 6c,

d). The UW scheme is less diffusive (i.e. the differences

are predominantly negative) indicating less vertical turbu-

lent mixing than in the Holtslag scheme, with the differ-

ences of up to 60 m2 s-1 over the Sahara in JJA and

between 20 and 40 m2 s-1 over other regions. This is

consistent with the result of Cuxart et al. (2006) who found,

for a moderately stably stratified PBL, a general reduction

of turbulent mixing in prognostic schemes when compared

to diagnostic schemes. Additionally, a secondary layer with

a slightly increased eddy turbulent diffusivity in EXP002 is

present near r = 0.3 (*330 hPa). These increased values

of KH at the high altitudes in Russia and Eastern Europe

during DJF (Fig. 6c) can be associated with the shear-

induced mixing in the UW scheme near the jet stream

regions. A double-peak structure in the KH differences,

seen in Fig. 6d, between r = 1.0 and r = 0.9 during JJA

over Eastern Europe and Sahara (and less obvious over

Russia and Mediterranean) is the consequence of a slightly

lower positioning of the KH maximum in the UW scheme

and a sharper increase of the KH from the surface upwards.

By ignoring the counter-gradient term and rewriting it in

a simplified form, i.e. only in terms of air temperature T,

Eq. (1) can be converted into

oT

ot
¼ o

oz
KH

oT

oz

� �
¼ KH

o2T

oz2
þ oKH

oz

oT

oz
: ð13Þ

From Eq. (13) it is clear that both the magnitude of KH

(always positive; Fig. 6a, b) and the slope qKH/qz (positive

below and negative above the maximum at levels between

r = 1.0 and r = 0.9), in interaction with the curvature

(q2T/qz2) and the slope (qT/qz) of the air temperature ver-

tical profiles respectively, govern the sign and the magni-

tude of the temperature tendencies from the PBL scheme.6

Obviously, the KH profile in the UW scheme is different to

that of the Holtslag scheme: its magnitude and slope are

generally reduced (Fig. 6c, d). A simplification similar to

Eq. (13) and the corresponding discussion of vertical pro-

files holds also for the water vapour mixing ratio. The

ultimate impact to the vertical profile of any prognostic

variable depends on additional interactions between the

PBL scheme and all other model components, so different

signs of temperature tendency and different signs of the

T and qv differences between EXP001 and EXP002 are

also possible.

4.3 Temperature and water vapour tendencies

The general structure of the RegCM vertical profiles of the

total temperature tendency from the Holtslag PBL scheme,

shown in Fig. 7a, b (where temperature tendencies are split

into total and counter-gradient terms), is comparable to that

in Giorgi et al. (1993; their Fig. 6a), though the different

temporal and spatial scales are analyzed here. It is gov-

erned by the eddy heat diffusivity profile: temperature

tendency is the highest at lower levels where KH slope is

substantial (cf. Fig. 6a, b in conjunction with the last term

qKH/qz qT/qz in Eq. 13). At levels with the maximum KH,

where the contribution of the KH slope is negligible (qKH/

qz & 0), temperature tendency is still positive, implying

that the air temperature curvature contribution (i.e. KHq
2T/

qz2; Eq. 13) is positive and dominant. Because of vertical

mixing within PBL, heat from the surface is being trans-

ferred upwards (see Supplement 2) and warms the lower

atmosphere, corresponding to a universally positive tem-

perature tendency in Fig. 7a, b. The magnitude of the

(positive) temperature tendency is decreasing with height

and becomes negligible around r = 0.7 (*700 hPa; cf.

Fig. S2 for the air temperature tendencies due to the PBL

zoomed to the lowest levels r = [1.0, 0.7]). The total PBL

temperature tendencies over Russia, Eastern Europe and

Mediterranean during the winter are weaker than in sum-

mer due to a weaker insolation. However, over Sahara,

where solar heating generates and supports turbulent mix-

ing essentially throughout the year, the winter and summer

PBL temperature tendencies are of comparable magnitude.

The contribution of the counter-gradient term (shown in

Fig. 7a, b by solid markers and the ? marker) to the total

PBL tendency is important in all regions during JJA, but

also during DJF over Mediterranean and Sahara. The

counter-gradient flux tends to reduce temperature tendency

in the lower PBL and slightly warms the atmosphere

around r = 0.8 (*800 hPa). It is associated with the pa-

rameterised deep eddies which originate in the lower parts

of the convective PBL and transfer heat to the upper

(sometimes slightly stably stratified) layers (Holtslag et al.

1990; Holtslag and Moeng 1991). According to Fig. 7, this

process occurs over the European continent in JJA and also

over the arid northern Africa and parts of the southern

Europe during DJF.

In both seasons and in most regions, the temperature

tendency with the UW scheme is reduced at many model

levels in the lower atmosphere (Fig. 7c, d). This reduction

is up to 6 9 10-5 Ks-1 relative to the same tendency in the

Holtslag scheme. Differences between the UW and Holts-

lag PBL temperature tendencies (Fig. 7c, d) reflect the

changes in the eddy heat diffusivity profiles. For example,

the reduced values of eddy heat diffusivity KH in EXP002

(Fig. 6c, d) are associated with the reduction of the slope in

6 Although no simple physical interpretation of changes in turbulent

eddy characteristics is obvious when changing the slope or curvature

of temperature profile, one can note a ‘‘diffusion-like’’ (qT/

qt = KHq
2T/qz2) and a ‘‘wave-like’’ (qT/qt = qKH/qz qT/qz; where

units of qKH/qz are ms-1) parts of Eq. 13.
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the KH vertical profile when compared to the default

EXP001 run (cf. Eqs. 1, 13).

The (negative) sign of the PBL-generated temperature

tendency differences is generally consistent with the

cooling of PBL in the UW scheme seen in Fig. 4. However,

the opposite to this dominant response is found at the first

model level during JJA in all regions as well as at the first

five levels during JJA and three lowermost levels in DJF

over Sahara. Here, the UW scheme produces a higher

temperature tendency than the Holtslag and the differences

in Fig. 7c, d are positive. This is very likely the conse-

quence of the inclusion of the counter-gradient flux in the

Holtslag scheme which reduces the total temperature ten-

dency, over the Mediterranean and Sahara regions (Fig. 7a,

b, solid markers and the ? marker).

The water vapour mixing-ratio (PBL-generated) ten-

dencies due to the Holtslag scheme are positive in the

bottom half of the atmospheric column in all four

regions and in both seasons (Fig. 8a, b). Vertical struc-

ture and the order of magnitude of the tendencies shown

in Fig. 8a, b are comparable to those from Giorgi et al.

(1993). An analysis similar to that for temperature ten-

dencies, based on Eq. (13), can be applied to the water

vapour mixing-ratio (qv) tendencies. Vertical gradient

qqv/qz is always negative (i.e. qv decreases with height),

implying that the curvature contribution q2qv/qz2 (cf.

Eq. 13) is dominant and produces the positive qv PBL

tendency in the lowest levels. Over the Eastern Europe,

the qv tendencies reach 50 9 10-6 g kg-1 s-1 in JJA

(Fig. 8b) and 10 9 10-6 g kg-1 s-1 in DJF over Russia

Fig. 7 Same as Fig. 4 but for

the air temperature tendency

due to the PBL scheme and

r = [1.0, 0.25]. Units are

10-5 Ks-1. Additionally, the air

temperature tendency in the

Holtslag scheme due to counter-

gradient contribution (Eq. 1) is

shown in the top row (the ?

marker for Russia and solid

markers for other regions)
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and Eastern Europe respectively (Fig. 8a). In the south-

ern regions, the magnitude of the qv tendencies is

comparable in two extreme seasons and equals

5 9 10-6 g kg-1 s-1 over Sahara and around 30 9

10-6 g kg-1 s-1 over Mediterranean. However, an

increase in the qv PBL tendency around r = 0.7 in JJA

and around r = 0.9 in DJF is seen over Sahara (Fig. 8a,

b). Since the PBL over Sahara is well mixed throughout

the year, the tendency maximum at r = 0.7 can be

interpreted as a persistent loss of moisture from the PBL

to the free atmosphere.

Of all the variables analyzed in this study, the most

pronounced differences between simulations with different

PBL schemes are seen for the qv tendencies (Fig. 8c, d).

They include a major increase in the qv tendencies in

almost the entire vertical column in EXP002, with largest

differences during DJF7 and over Russia and Eastern

Europe. This increase is often up to the two orders of

magnitude larger than that in the original EXP001 profiles

(cf. Fig. 8a, b). The increase in the lower-atmospheric

layers is consistent with the positive qv differences in the

lower PBL, but it seems that some other indirect processes

may have also contributed to the qv profile; for example,

the qv vertical profile includes drying of PBL around

r = 0.7 (Fig. 5). Further research is needed to investigate

possible contributions of some other parameterisations and/

or resolved processes to temperature and water vapour

mixing ratio tendencies (e.g. van de Berg et al. 2007).

Fig. 8 Same as Fig. 4 but for

water vapour tendency due to

the PBL scheme and r = [1.0,

0.25]. Units are

10-6 g kg-1 s-1

7 We recognize that these changes in qv tendency seem surprisingly

large, however, we have rigorously verified that they reflect the actual

PBL tendencies.
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Nevertheless, using the UW scheme, RegCM simulations

are more in line with the ERA-Interim reanalysis in terms

of water vapour mixing ratio, relative humidity and tem-

perature vertical profiles (see Fig. S3 for the comparison of

the vertical profiles of the selected variables on pressure

levels over the Eastern Europe).

5 Perturbed physics ensemble of the UW simulations

In this section, the RegCM response in several near-surface

variables is considered and compared with the default

experiment (Holtslag scheme, EXP001) when three

parameters (l, a2 and RSTBL) in the UW scheme are varied

according to the definitions from Table 1 (experiments

EXP002 through EXP019). For all experiments, the com-

parison is based on the 3-year (1989–1991) averages.

In comparison with the default EXP001, the RegCM

response in T2m to perturbations of the chosen parameters

in the UW PBL scheme is almost unique: a temperature

decrease in all experiments over all regions and in both

DJF and JJA (Fig. 9). The amplitude of cooling reaches

3 �C over Eastern Europe during JJA and over Russia

during DJF; this is consistent with the air temperature

vertical profiles during JJA (Fig. 4d) and DJF (Fig. 4c). A

negligible warming is detected only over Russia during JJA

in EXP005. Larger differences during DJF than during JJA

over Russia suggest that the UW scheme improves (since

the bias is reduced) simulation of the stably stratified PBLs

over this region. There is essentially no systematic

grouping of different experiments according to perturbed

parameters, except over Russia during winter (Fig. 9a)

where the experiments with RSTBL = 1.00 (i.e. EXP003, 6,

9, 12, 15, 18) tend to be cooler than the other experiments,

sometimes twice as much for the same efficiency a2.

Reduction of RSTBL and associated reduction of the master

turbulent mixing length (cf. Eq. 8) in stably stratified

conditions can induce less vertical mixing of the cool

surface air and warmer air above, consistent with additional

cooling found in experiments with RSTBL = 1.00. An

inspection of vertical profiles reveals a dominant tropo-

spheric cooling with the amplitude of up to 3 �C in all

Fig. 9 Differences of 2 m air

temperature T2m in an ensemble

of UW PBL simulations relative

to Holtslag simulation

(EXP001) over four regions

during DJF (blue stars) and JJA

(red circles). The period

analyzed is 1989–1991 and

selected regions are shown in

Fig. 1. Units are �C
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members of the UW ensemble (not shown). This is com-

parable to the results of the 10-year UW experiment in

Fig. 4.

The model response in terms of the 2 m specific

humidity (q2m) is more complex than for T2m (Fig. 10). In

JJA, a large majority of differences in the UW experiments

are of the same sign, i.e. an increase of q2m in all regions is

seen, consistent with the increased precipitation with the

UW scheme (Fig. 3d). This is also consistent with an

increase in water vapour mixing ratio qv over all regions

during JJA and over dry regions Sahara and Mediterranean

during DJF (Fig. 5c, d). During DJF, one can notice a

consistent reduction of q2m in the UW experiments with

the magnitude of up to 0.3 g kg-1 over Russia and Eastern

Europe (cf. Fig. 5c).

From Fig. 10, three types of the q2m response can be

identified and associated with the dominant T2m cooling of

the UW scheme in Fig. 9. First, over Russia and Eastern

Europe the opposite sign of the q2m changes is seen in DJF

and in JJA respectively, accompanied with large spread,

particularly in the summer. Second, over Sahara, q2m is

increased in both seasons with moderate intra-ensemble

spread. And third, over Mediterranean Fig. 10d shows a

small increase in q2m during DJF and a substantial increase

during JJA. The presence of a low intra-ensemble spread

over Mediterranean is partially the consequence of the area

smoothing since this is the largest region considered. The

spread is larger during JJA when compared to DJF, but

without clear grouping according to perturbed parameters.

The only clear exception is found over Russia during

winter (Fig. 10a) where the experiments with RSTBL = 1.00

tend to be drier than the other experiments. This can be

associated again with a decrease in vertical mixing; this is

expected when RSTBL is reduced (cf. Eq. 8).

When considering eddy heat diffusivity KH, a strong

sensitivity to the formulation of the master turbulent length

scale l is found (Fig. 11). Here, eddy heat diffusivity at the

first model level above ground is shown, but the same

response is detected also at several higher levels (not

shown, but it is consistent with KH vertical profiles and

differences between EXP001 and EXP002 in Fig. 6). The

differences in KH are largely grouped according to the

choice of l; even over Russia in the winter there is a hint of

such a grouping. The difference of -14 m2 s-1 relative to

Fig. 10 Same as Fig. 9 but for

the 2 m specific humidity q2m.

Units are g kg-1
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the Holtslag scheme (EXP001) is reached when the l1
formulation (Eq. 6) is used, as seen over Sahara during

JJA; on the other hand, it can reach up to 4 m2 s-1 when

the l2 formulation (Eq. 7) is used, as seen over Eastern

Europe during JJA. In general, the use of l1 yields the

larger eddy heat diffusivity differences near the surface

when compared to l2. This may be expected from Eqs. (6)

and (7). Again, as before, no clear grouping of simulations

according to the two parameters (a2 and RSTBL) is detected.

To summarize, the amplitude of the T2m and q2m dif-

ferences in the experiments EXP003 to EXP019 does not

differ dramatically from that in EXP002 (which is the

default experiment for the UW scheme) and the spread

among the UW experiments may be considered as rela-

tively small to moderate. The spread in the UW ensemble

and similarity of the responses over different geographic

regions implies that the default parameter settings will

likely yield similar results in simulations over other regions

and time intervals. Although for certain combinations of

parameters these differences may be occasionally larger

than in EXP002, generally this is neither a systematic nor

significant event. This may support the choice of the

default a2 and RSTBL (at least over the European domain).

However, sensitivity of some aspects of model climatology

(i.e. the KH profiles) can motivate further research and

implementation of e.g. more refined master turbulent

mixing length scale formulations (e.g. Grisogono 2010).

6 Summary and conclusions

Sensitivity of the regional climate model RegCM4.2 to the

choice of the PBL parameterisation was analyzed in this

study. The two implemented PBL schemes were the Hol-

tslag scheme (Holtslag et al. 1990) and the UW scheme

(Grenier and Bretherton 2001). Furthermore, sensitivity of

the UW scheme to different formulations of the master

turbulent mixing length scale in unstably stratified condi-

tions and to perturbations of two unconstrained parameters,

associated with (a) the entrainment efficiency and (b) the

formulation of the master turbulent length scale in stably

stratified conditions, was also explored. The second type of

Fig. 11 Same as Fig. 9 but for

eddy heat diffusivity KH at the

lowest model level. Units are

m2 s-1
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sensitivity test is performed by the method of perturbed

physics ensemble (PPE).

Our results show that substantial changes in model cli-

matology are possible when two different PBL parameteri-

sations are used. When compared with the Holtslag scheme,

the use of the UW scheme reduces T2m over the European

and northern Africa land regions up to 3 �C, but mostly

between 1 and 2 �C. This temperature reduction is, as

expected, mostly confined to the model PBL but it also

extends to the lower troposphere. The magnitude of the

reduction of T2m was higher during JJA than in DJF, i.e. in

the season with the strongest turbulent activity within PBL.

When compared with the verifying CRU T2m data (and with

precipitation during JJA), it was demonstrated that the use of

the UW scheme in RegCM4.2 is beneficial: a substantial

warm bias in the north-eastern Europe during DJF and the

warm bias in central Europe during JJA are reduced. These

improvements increase the model’s fidelity in simulating

very stable conditions in the subarctic parts of Europe during

DJF. The UW scheme also contributes to a vertical redis-

tribution of water vapour closer to ERA-Interim reanalysis.

The effect of such redistribution is a spatially more coherent

structure of the water vapour field during JJA, including an

increase of the water vapour amounts in the lower tropo-

sphere and a decrease in the mid-atmospheric layers.

The differences between the two PBL schemes in terms

of temperature and water vapour mixing ratio can be par-

tially ascribed to the schemes’ different vertical profiles of

eddy heat diffusivity and associated tendencies induced by

turbulent mixing. Eddy heat diffusivity is substantially

reduced in the UW simulations relative to the control

simulation with the Holtslag PBL scheme, especially dur-

ing JJA. This reduction is not homogeneous in the vertical;

the vertical slope of eddy heat diffusivity is also changed,

resulting in the reduced temperature tendencies. Other

possible sources of differences in (the temperature and

water vapour) tendencies between two PBL schemes are

found to be related to changes in the characteristics (slope

and curvature) of vertical profiles of prognostic variables.

Vertical profiles of the water vapour mixing ratio (qv)

tendencies reveal a major increase of the PBL-generated qv

tendency in the prognostic equation when the UW scheme

was used. Since a PBL scheme impacts other model

prognostic variables, a careful experimental design to study

these impacts should include an analysis of model ten-

dencies due to all simulated processes.

In terms of interaction between land surface and near-

surface atmospheric fields, the evaluation of latent heat flux

suggests that RegCM simulations with the UW scheme are

not superior to those when the Holtslag scheme is

employed, but the evaluation of sensible heat flux clearly

indicates benefits of using the UW scheme (Supplement 2);

however, this improvement is by no means unambiguous.

The PPE reveals that sensitivity to the formulation of the

turbulent master mixing length scale in the UW scheme can

be detected through the changing values of eddy heat dif-

fusivity. However, our results indicate that the simulated

near-surface temperature and specific humidity are rela-

tively insensitive to the changes in its formulation. Fur-

thermore, it was also demonstrated that the UW scheme is

not very sensitive to the perturbations of two unconstrained

parameters (the efficiency of evaporative enhancement of

the cloud-top entrainment, a2, and the scaling parameter in

statically stable boundary layer turbulence length scale,

RSTBL). However, an exception is found in the northern

parts of the domain, where a reduction of the default value

of RSTBL is systematically followed by the reduction of

T2m. This supports the hypotheses that a reduction of the

vertical mixing and temperature tendencies from the PBL

scheme will result from the reduction of RSTBL. Since in

both PBL schemes only the simplest formulations of the

master mixing length scale are implemented, this question

deserves further investigation. Also, in addition to the PPE

methodology, a larger-scale systematic sensitivity might be

detected by employing a statistical ensemble methodology

(e.g. O’Brien et al. 2011).

Even among the diverse geographic regions considered

in this study, our experiments show some common changes

in the vertical profiles of eddy heat diffusivity, temperature,

and water vapour tendency. This common response likely

originates in the reduction of eddy heat diffusivity, which

itself is partially due to the prognostic nature of the UW

PBL scheme (e.g. Cuxart et al. 2006; Bretherton and Park

2009). The main results of this study include the following:

(1) the UW parameterisation generally reduces lower tro-

pospheric diffusivity; (2) the UW parameterisation gener-

ally decreases lower tropospheric temperatures (possibly

due to reduced entrainment of potentially warm free tro-

pospheric air into the boundary layer); and (3) the UW

model produces water vapour tendencies that are system-

atically and dramatically higher than tendencies from the

Holtslag model. While changes (1) and (2) are likely

related, it is not immediately clear what causes change (3).

It is clear however, that dynamical processes or other pa-

rameterisations must compensate for the increased water

vapour tendency, since the simulations with the UW PBL

do not exhibit a systematic increase in water vapour mixing

ratio. Further study will be necessary to understand how

model dynamics and parameterisations compensate for the

systematic increase in water vapour mixing ratio (e.g.

possibly an intercomparison using WRF with the UW

PBL).

Although the current implementations of both PBL

schemes in the RegCM model somewhat diverge from their

original formulations, they are well situated for the regio-

nal climate studies. Our analyses explored only a part of
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sensitivity induced by PBL parameterisation and showed

that the use of the UW scheme is beneficial over regions of

substantial warm and moderately dry biases. We expect an

improvement in the near-surface temperature climatology

in RegCM simulations using the UW scheme over other

domains where winter warm biases are documented (e.g.

Mearns et al. 2012; Ozturk et al. 2012). Any future analysis

of the RegCM model uncertainties due to PBL schemes

would benefit from intercomparison with other regional

and global climate models with the aim to have physically

realistic simulations of the near-surface climatology, sys-

tematic errors in a physically acceptable range and a cli-

mate model that can realistically reproduce observed

feedbacks.
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